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Abstract 

Heart as one of the essential organ of the human body and with its related disease such as cardiovascular 

diseases accounts for the death of many in our society over the last decades, and also regarded as one of the 

most life-threatening diseases in the world.  Hence we seek to predict a system for Heart disease using a 

supervised Machine Learning (ML) trained model in MATLAB2018 workflow in a real-time environment. To 

develop the system, 299 heart sounds from patients were obtained and labeled as normal and abnormal heart 

sound. Features were extracted and labeled as dataset; K Nearest Neighbour (KNN), Support Vector Machine 

(SVM) and Decision Tree (DT) algorithm were used as the training platform. From the classification analysis 

developed using the supervised ML trained model in MATLAB2018 in conjunction with system software 

features for the prediction of the heartbeat for both current and predefined of a heart condition algorithms used 

in training the dataset for the prediction when principle component analysis was enabled, the result shows that 

KNN algorithm has the highest and best accuracy of 94.4%, followed by the SVM with 84.4% and DT had 

81.1%.  while from the evaluation analysis, KNN on Receive Operation Characteristic Curve (ROC) with 90% 

variance and training time of 12.88 seconds on positive class of abnormal over false classes of normal heart 

sound has AUC as 0.94 and on ROC curve with PCA 90% variance and training time of 1.7119 seconds on 

positive class of normal over negative classes of abnormal heart sound has AUC as 0.89 efficiency.  

----------------------------------------------------------------------- 

* Corresponding author.  
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Hence the analysis from the result shows that out of the three classified algorithms used, KNN predicts and have 

the highest accuracy and is more efficient with respect to real-time environment. 

Keywords:  Machine Learning; Heart Disease; K Nearest Neighbour; Support Vector Machine; Decision Tree 

algorithms; Classification Analysis. 

1. Introduction 

Machine learning (ML) is the scientific study of algorithms and statistical models that computer systems use in 

order to perform a specific task effectively without using explicit instructions, relying on patterns and inference 

instead. It is seen as a subset of artificial intelligence. Machine learning algorithms build a mathematical 

model based on sample data, known as "training data", in order to make predictions or decisions without being 

explicitly programmed to perform the task [1,2].  Heart as an important organ also termed as the centrality of the 

human body generates blood to the other part of the organs in the body and where it fails in its responsibility, it 

can lead to the immediate death of a person.  Hence it is observed from research that works overload, mental 

stress, depression, change of lifestyle and bad food or eating habits which occurs basically among mostly in 

adults are responsible in the rate of several heart-related diseases in our modern world. According to the survey 

from the World Health Organisation, Heart-related diseases account for the death of over 17 million lives 

globally. To diagnose heart-related diseases or cardiovascular is so complicated and at times difficult to 

accurately and efficiently made thereby leading to the wrong diagnosis from the healthcare provider which 

makes the costs of medical care to the patients to be very expensive in most cases. Therefore a predictive system 

is developed using a supervised Machine learning trained model in MATLAB2018 in order to predict the 

accuracy and evaluate the efficiency of the heart-related disease in a person. This will in turn help in diagnosing 

the disease and lessen the patient medical costs and treatments though this is based on the experience of the 

doctor and the patients' current result test [5]. The predictive system used in health care is primarily to determine 

certain conditions, like diabetes, asthma, heart disease, and other lifetime illness and also in supporting medical 

decision in a healthcare sector such as when and how to apply a particular diagnosis with the specific tests or 

treatments. In this work, Principal Component Analysis (PCA) which is a popularly used linear transformation 

algorithm is used for feature extraction and selection. This helps in the determination of the maximum variance 

and finds the direction that is mutually orthogonal and the best global algorithm that gives the suitable accuracy 

[9]. Also, Receive Operation Characteristic Curve (ROC) which is a graphical plot that illustrates the diagnostic 

ability of a binary classifier system is used with three classified algorithms in order to determine and evaluate 

the efficiency with respect to real-time environment which is used in by the medical doctor to monitor the 

patients who are at increased risk of dangerous heart conditions and thereby removal of unskilled clinician 

diagnostically approach..  

2.  Review Of Related Works 

Many researchers have done various studies that focus on the prediction of heart failure or disease. They have 

applied various learning techniques such as data mining and machine learning modalities for the prediction and 

have achieved various results analysis. Some of these researchers are as follows: 

https://en.wikipedia.org/wiki/Branches_of_science
https://en.wikipedia.org/wiki/Algorithm
https://en.wikipedia.org/wiki/Statistical_model
https://en.wikipedia.org/wiki/Computer_systems
https://en.wikipedia.org/wiki/Artificial_intelligence
https://en.wikipedia.org/wiki/Mathematical_model
https://en.wikipedia.org/wiki/Mathematical_model
https://en.wikipedia.org/wiki/Training_data
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 An analysis of Heart Disease Prediction System using different data mining tools such as artificial neural 

network, fuzzy logic and genetic algorithm and decision trees stipulated in their analysis that Neural Network 

with 15 attributes shows an accuracy of 100% which is the highest while the Decision Tree shows 99.62% as the 

accuracy with the same attributes but in combination with Genetic algorithm and 6 attributes, the Decision Tree 

shows 99.2% as efficiency [3]. An improved study of Heart Disease Prediction System using Data Mining 

Classification Techniques was proposed by [4] which shows from their result that Neural Networks provides 

more accurate results when compared to Decision trees and Naïve Bayes to determine which of the techniques is 

more accurate to predict the presence of heart disease; using two more attributes obesity and smoking. Also, [6] 

in their paper Mining Biosignal Data: Coronary Artery disease diagnosis using linear and nonlinear features of 

Heart Rate Variability (HRV) using a Bayesian Classifiers, Classification based on Multiple Association Rules 

(CMAR), Decision Tree and Support Vector Machine (SVM) to develop the multi-parametric feature with linear 

and nonlinear characteristics of the HRV; and A proposed Machine learning prediction based approach with the 

right class weight that is superior to other Machine Learning and statistical techniques for the prediction of 30 

day heart failure readmission or death  was developed[1]   Furthermore, a classification method for the 

extraction of multiparametric features by assessing HRV from ECG, data pre-processing and heart disease 

pattern was developed in [7]. In their work, the dataset consists of 670 peoples which are distributed into two 

groups namely normal people and patients with heart disease were employed in carrying out the experiment for 

the associative classifier. In [11], it demonstrated the use case model and showed how machine learning power 

can be harness and apply to the real-world problems. 

3.  Proposed Prediction System 

The proposed prediction system was formulated using MATLAB 2018 which is a multi-paradigm numerical 

computing environment and proprietary programming language developed by MathWorks. It captured a 

balanced heart sound database of 148 abnormal and 151 normal recordings from a hospital data as the training 

dataset for the application and houses two components which are the front end application and the backend 

model. The approaches were used simultaneously for the model training and prediction of the state of the heart 

at any point in time. In the model, twenty features are extracted from the dataset which later split into four 

states, and had a fed binary logistic regression classifier using forward selection to identify the most useful 

features. Furthermore, heart rate variability (HRV) features were also extracted which was based on the labeled 

heart cycle states. This was used to provide data labels that are used in the training of the classification models 

that depicts the sound of the heart whether is normal or abnormal.  Also, the input audio waveforms were 

analyzed in order to extract the classification features for the heart sound abnormality detection. In this research, 

the dataset was divided into 80 training dataset and 20 test examples which consisted of approximately 40% 

abnormal and 40% normal recordings each in the various parameter. Also for the Hyperparameter selection, 

20% of the training examples are allocated for cross-validation and the entire training dataset model used. 

Support Vector Machine (SVM) and K-Nearest Neighbor (KNN) algorithms as the training model and retrained 

prior to the testing of the features through which the mean, mean absolute deviation, median, standard deviation, 

kurtosis, signal QR, domain frequency magnitude, dominant frequency ratio (DFR) and Mel-frequency central 

coefficient (MFCC) were generated.  
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3.1      K-Nearest Neighbor 

 K-Nearest neighbor (KNN) also known as the case-based reasoning has been used in many applications like 

pattern recognition, statistical estimation.is a simple, lazy and nonparametric classifier and is preferred when all 

the features are continuous. The classification here is obtained by identifying the classes of K nearest neighbors 

of a given dataset which is based on the majority class obtained, thereafter it assigns a class to determine the 

class of the unknown sample.  

3.2    Support Vector Machine 

Support Vector Machine (SVM) is a supervised machine learning algorithm used for the pattern classification 

and nonlinear regression of the features. It is an approximate implementation of the method of structural risk 

minimization that provides a good generalization on a pattern classification problem. In the algorithm, each 

dataset is plotted as a point in the feature space with the value of each features being the value of a particular 

coordinate. For the classification, a hyper-plane in the feature space that differentiates the classes is derived.  An 

SVM  model is the training data points as points in the feature space which is mapped in a way that the various 

points belonging to the separate classes are differentiated by a wide margin thereby enabling the test data points 

to be mapped into the same space and classified based on the side of the margin they fall into. 

 

Figure 1:  Support Vector Machine 

3.3   Decision Tree  

Decision Tree is a predictive model that goes from observations about data to conclusions about the data’s target 

value. It can be used to visually and explicitly represent decisions. Also used in creating and assigning the class 

values to each data point. The maximum number of features are varied when creating the model and the range 

features which was automatic from 3 to 26 features which are the total features in the dataset after dummy 

columns were added. In this training algorithm, it was observed that it has the worst performance with an 

accuracy of 81.1% when compared with the other two used. 
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Figure 2: Decision Tree 

3.4    System Architecture   

The system developed from the MATLAB 2018 models is a 2 tier system where the administrator gathers 

heartbeat data from the patient in the hospital through the use of a stethoscope or any heartbeat reader as the 

dataset. As shown in the architectural diagram on Figure 3, the system takes visual input from the extraction and 

sends it the systems model for the dataset training in order to determine the health status or state through the 

signal and responses from the various parameters and thereafter, it reports its responses are displayed on the 

desktop or laptop for the doctor’s responses.  

 

Figure 3: Architectural view of the proposed system 

In this work, classification accuracy which is the ratio of the number of correct predictions to the total number of 

input samples having the formula 
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with 80% of the samples of class A and 20% of  the samples of class B as the training set,  the model accuracy 

after the training becomes 90%  by simply predicting every training sample belonging to class A. The developed 

system was evaluated using some performance metrics which are Receive Operation Characteristic (ROC), 

Confusion Matrix, Classification accuracy and Area under the Curve. 

4. Result 

The proposed system using the approach that was adopted in the methodology achieved the objective of this 

research which is to develop a predictive system for heart failure using a machine learning trained model. The 

working system theoretical design were converted while the components of the system were tested and 

evaluated using the hardware specifications which includes Pentium processor of AMD E1-2100 processor 

speed, 4GB RAM on the system, 10GB of hard disk space and LCD; and also for the software requirements, 

operating systems windows 8.1 with 64bits, System based application, MATLAB2018 and GenyMotion were 

used for the running of the proposed system. From the classification analysis which is developed using the 

supervised machine learning trained model in MATLAB2018 in conjunction with the system software for the 

prediction of the heartbeat for both current and predefined of a heart condition obtained from the different 

algorithms used in training the dataset for the prediction when principle component analysis (PCA) was enabled, 

K Nearest Neighbour algorithm has the highest and best accuracy of 94.4%, followed by the Support Vector 

Machine with 84.4% accuracy from 5 features out of 26 while Decision Tree with 81.1% from 3 features out of 

26. The screenshots of the graphical analysis of the model prediction are shown below  

 

Figure 4: The Model prediction that shows for Median Value on Y-axis and Mean Value on X-axis for both 

Abnormal and Normal Heart sound 
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Figure 5: The Model prediction that shows for quantile75 on Y-axis and quantile25 on the X-axis for both  

Abnormal and Normal Heart sound 

 Figures 4 and 5 show the model predictor of KNN with an accuracy of 90% and training time of 12.88 seconds 

plotting incorrect and correct classes of the abnormal and normal heart sound. 

 

Figure 6: The Model prediction that shows for MFCC4 on Y-axis and MFCC3 on X-axis for both Abnormal  

and Normal Heart sound 

 

Figure 7: The Model prediction that shows for MFCC5 on Y-axis and MFCC4 on X-axis  for both Abnormal 

and Normal Heart sound 
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Figure 6 and 7 model predictor of KNN for MFCC4 and MFCC3 also MFCC5 and MFCC4 are shown above 

with accuracy of 90% and training time of 12.88 seconds plotting incorrect and correct classes of the abnormal 

and normal heart sound. A Confusion Matrix gives the matrix output and describes the complete performance of 

the model and help to identify the areas where the classifier has performed poorly. Also, the confusion matrix 

plot helps us to understand how the currently selected classifier performed in each class. In the plot when it is 

opened, the rows show the true class, and the columns show the predicted class and using the holdout or cross-

validation, the confusion matrix is calculated using the predictions on the held-out observations. The diagonal 

cells show where the true class and predicted the class match. If these cells are green, the classifier is satisfied to 

have performed well and is said to have correctly classified observations as a true class.  

There are 4 important terms of confusion matrix found in this work which are 

TP (True Positives): The cases in which we predicted YES and the actual output was also YES. 

TN (True Negatives): The cases in which we predicted NO and the actual output was NO. 

FP (False Positives): The cases in which we predicted YES and the actual output was NO. 

FN (False Negatives): The cases in which we predicted NO and the actual output was YES. 

The Accuracy for the matrix was calculated by taking the average of the values lying across  the main 

diagonal and displayed on the screenshots below.  

 

Figure 8: A trained model on the Confusion Matrix of a number of observations on the  plot 

This shows the model predictor of KNN on confusion matrix with an accuracy of 90% and training time of 

12.88 seconds plotting the number of observations for true class over the predicted classes with various ranges 

occurring. 
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Figure 9: A trained model on the Confusion Matrix of True Positives Rates and False  Negatives Rates on the 

plot. 

This shows the model predictor of KNN on confusion matrix with an accuracy of 90% and training time of 

12.88 seconds plotting true positive rate over false-negative rate for normal and abnormal heart sound with 

various ranging values. 

 

Figure 10: A trained model on the Confusion Matrix of the predicted class of Positives  Predictive Values and 

False Discovery Rates on the plot 

This shows the model predictor of KNN on confusion matrix with an accuracy of 90% and training time of 

12.88 seconds plotting Positive predictive values over false discovery rates for normal and abnormal heart sound 

with various ranges of output 
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Figure 11:  A trained model on the ROC Curve of a positive class of abnormal heart   sound and Negative 

classes of Normal heart sound 

This shows the model predictor of KNN on ROC curve with an accuracy of 90% and training time of 12.88 

seconds plotting positive class of abnormal over the false classes of normal heart sound has the AUC to be 0.94 

 

Figure 12:  A trained model on ROC Curve PCA (principal component analysis)  explaining 90% positive class 

of Normal heart sound over false classes of the  abnormal heart sound.  

This shows the model predictor on ROC curve with PCA explaining 90% variance and training time of 1.7119 

seconds with 5 out of 26 features plotting positive class of normal over negative classes of abnormal heart sound 

has the AUC to be 0.89 
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Figure 13: A trained model on Confusion Matrix with PCA explaining 90% variance of  True Positive Rates 

and False Negative Rates on the plot 

In Figure 13, model predictor on confusion matrix is shown, with PCA explaining 90% variance and training 

time of 1.623 seconds with 3 out of 26 features plotting true positive values and false-negative rates for normal 

and abnormal heart sound. 

 

Figure 14: Heart sound prediction for Abnormal Heart sound. 

This system interface captures the heart sound and processes the data for the decision that predicts abnormal 

heart sound.  
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Figure 15: Heart prediction for Normal heart sound. 

This system interface captures the heart sound and processes the data for the decision that predicts normal heart 

sound. 

5. Conclusion 

Based on the above review, it can be concluded from the classification analysis result that is developed using the 

supervised machine learning trained model in MATLAB2018 in conjunction with the system software for the 

prediction of the heartbeat for both current and predefined of a heart condition obtained from the different 

algorithms used in training the dataset for the prediction when principle component analysis (PCA) was enabled,   

that K Nearest Neighbour algorithm has the highest and best accuracy of 94.4% from 5 features out of 26, 

followed by the Support Vector Machine with 84.4% accuracy while Decision Tree with 81.1%. Also from the 

evaluation analysis, it shows that KNN on ROC curve with 90% variance and training time of 12.88 seconds 

plotting positive class of abnormal over the false classes of normal heart sound has the AUC to be 0.94 while on 

ROC curve with PCA 90% variance and training time of 1.7119 seconds with 5 out of 26 features plotting 

positive class of normal over negative classes of abnormal heart sound has the AUC to be 0.89 efficiency.  

5.1 Limitations of the Study 

The limitation in this study is the use of only heart beat without the corresponding use of other features like 

Electrocardiography (ECG), Chest X-ray and Echocardiography since sometimes the heartbeat may not 

necessarily correspond to these other features. However this is not likely to be a problem in this study as the 

study participant has no particular features that could cause irregular heartbeat. Hence the heartbeat analysis 

could also be done without the under listed features. 

6.     Recommendation  

The Heart rate datasets should accommodate an enlarge features for a better training enhancement in a larger 

population sector. Also, other features readings could be incorporated for a better evaluation of the work. 
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