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Abstract  

The health care systems depend heavily on out-of-pocket payments, the mechanism that is a barrier to universal 

health coverage, as it contributes to inefficiency, inequity and cost. To solve this challenge, people are 

encouraged to enrol on health insurance schemes to reduce the burden of out-of-pocket payments. There is a 

strong need for insurance companies to develop models that accurately predict medical expenses for the insured 

population. The variables; Age, sex, body mass index, number of children and region attributes were used to 

formulate a predictive model to determine health insurance charges using different Machine learning algorithms 

techniques. The findings showed that the following variables were significant; age (p = 0.000), BMI (p = 0.001), 

smoking (p = 0.000) and region (0.046). Therefore, these attributes can be said to be the determinants of health 

insurance charges. Five (5) models that were used in predictive analysis were evaluated. These models were 

Multiple Linear Regression (MLR), K-nearest Neighbors (KNN), Least Absolute Shrinkage and Selection 

Operator (LASSO), Extreme Gradient Boosting (Xgboosting) and Random Forest Regression (RFR) The 

models’ performance evaluation findings indicated Gradient Boosting and RFR were the best models in 

prediction with the following values R2 = 85.5%, MAE = 2688.2, RMSE = 4748.7 and R2 = 85.3%, MAE = 

2726.4, RMSE = 4783.8 respectively. The insurance companies that seek to develop a model for prediction 

premiums are recommended to use Extreme Gradient Boosting and RFR for a more accurate model. 
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1. Introduction 

Health care systems in developing countries depend heavily on out-of-pocket payments, the mechanism that is a 

barrier to universal health coverage, as it contributes to inefficiency, inequity and cost [1]. Health insurance, 

which is coverage against the risk of incurring medical and related financial costs, is one of the ways that people 

in various countries pay for their medical needs [2]. 

 It is a mechanism that can be used to ensure people have good health and well-being. This is a priority to every 

human being, hence access to health care coverage is worldwide priority.  

----------------------------------------------------------------------- 
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But due to the high rates that are charged by insurance companies, many people are without health insurance 

and so fail to access timely health services which results in high death rates. The author [3] suggested that one 

way to encourage healthcare insurance enrolment is to charge rates that are affordable for many people and that 

give quality service to the clients. However, health insurance rates calculations are often complex as they need 

to determine the rates that are acceptable by both insurance companies and beneficiaries; Insurance companies 

need to make money by collecting more money than they spend on the medical expenses of their beneficiaries, 

hence make a profit and continue to stay in businesses. These companies price the premiums based on the 

probability of certain events occurring among a pool of people [4]. However, the medical expenses and other 

associated costs are difficult to estimate because the costliest conditions are rare and seemingly random [5]. 

Another complex part of estimating medical expenses is that the occurrence of certain diseases differs from one 

person to another and from one segment of the population to the other. Therefore, there is a need for a fair 

premium calculation model that suits the unique population factors. In this regard, this study used demographic 

and behavioural data from the patients to develop a predictive model. While previous studies used conventional 

statistical methods, this study used machine learning logarithms to develop a predictive model. It compares the 

performance of several models to find the most suitable  

2. Literature Review 

Health insurance combines two concepts, health concepts and insurance concepts. WHO defines health as a state 

of complete physical, mental and social well-being and not merely the absence of disease or infirmity [6]. 

However, this definition of health has been challenged as being vague by the article by [7] that instead 

introduced a new concept of health as the ability to adapt and to self-manage, in the face of social, physical and 

emotional challenges. On the other hand, the term insurance refers to a method that households and firms use to 

prevent any single event from having a significant detrimental financial effect [4]. In a legal context, a contract 

of insurance is that whereby one party,  the insurer, undertakes, for a premium or an assessment, to make a 

payment to another party, the policyholder or a third party, if an event that is the object of risk occurs [8].   

In every country, some people are unable to pay directly or out of pocket for the healthcare services they need, 

or financially they may be seriously disadvantaged by doing so [2]. Thus, health insurance is very important as 

it ensures universal health care coverage. It is recommended as one of the best mechanisms to ensure better 

health and wellbeing of people. It is also a very useful practice in low-income communities as it protects insured 

persons from paying high treatment costs in the event of sickness by covering medical expenses that arise due to 

an illness [9]. These expenses could be related to the cost of medicines, doctor consultation fees or 

hospitalization costs. The purchase of health insurance reduces the risks and unpredictability inherent in a 

consumer’s health care expenses. The consumer pays for a health insurance policy and then is subsequently 

(partly) reimbursed for his or her future expenditures on health care [10].     

Previous studies evaluated predictive regression models on health insurance using demographic data as well as 

behavioural data. The authors [11] conducted a predicate analysis on the medical health insurance cost based on 

gender age, smoking habit, body mass index (BMI), number of children and region, using the medical 

information and costs. Using machine learning techniques, the study applied four regression models to the 
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dataset; Multiple Linear Regression, Support Vector Regression, Decision Tree Regression and Random Forest 

regression. The study results indicated that, among the four algorithms, Random Forest Regression gives better 

results. Also, age and BIM were found to have a strong influence on medical insurance charges.  

A study by [12] forecasted health insurance premium charges based on age, sex, BIM, number of kids, smoking 

and region of the person living, medical cost personal data. The study used nine deep neutral networks and 

machine learning regression models; Multiple Linear Regression, Generalized Additive Model, Support Vector 

Machine, Random Forest Regressor, Classification and Regression Trees, XGBoost, k-Nearest Neighbors, 

Stochastic Gradient Boosting, and Deep Neural Network. The findings showed that Stochastic Gradient 

Boosting offered the best efficiency.  

Author [13] predicted the insurance premium charge based on age, BMI, smoking, and the number of children. 

The study applied three machine learning techniques; multiple linear regression, random forest and Neural 

Network. The findings showed that the neural network did a better job of predicting insurance charges. 

Regarding the premium determinants, smoking was found to have highest influence on health insurance charges, 

followed by BMI and age.  

A study by [14] used many attributes including sex, wealth quintile, region, education level, age group, 

household size, marital status, ownership of a phone, ownership of smartphone, most trusted providers, nature of 

residence, numeracy, having a set of an emergency fund, having electricity as a light source, having a bank 

product, urban versus rural and being a youth. The study compared the performance of seven (7) machine 

learning models; Logistic Regression Classifier Logistic, Support Vector machines (SVM), Gaussian Naive 

Bayes (GNB), K-Nearest Neighbor (KNN), Decision Trees (DT), Random Forest Regression (RFR), Gradient 

Boosting Machine and Extreme Gradient Boosting). Two models were found to show highest accuracy and 

precision in prediction.  Regarding the attributes, ‘having a bank product’, wealth quintile, region a person is 

living and education level had significant influence on premium charges. 

Another study that used predictive machine learning models to forecast expenditures, especially for the high-

cost high-need patients was the study by [15] that used multiple features including demographic variables (age, 

sex, race/ethnicity and disabled status), diagnoses, medical procedures and medications. In this study four 

predictive models were applied; ordinary least squares linear regression, Least Absolute Shrinkage and 

Selection Operator (LASSO), gradient boosting machine (GBM), and recurrent neural networks (RNN). The 

LASSO and GBM were found to be more effective in generating interpretable contributions and finding 

important input variables than the RNN model. 

In [16] used age, family size, region a person is living (county), maximum pocket and metal level features to 

evaluate .four regression models; Multiple Linear Regression, Decision tree Regression, AdaBoost Regression, 

and Gradient Boosting Decision Tree Regression. The study found that the Adaboost model which is built upon 

a decision tree is the best performing models. Regarding the features with significant influence, the findings 

indicated that family size and age had significant effects on premiums. The maximum out of pocket and 

deductible showed a negative sign, indicating that these variables negatively correlated with premiums.  
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Based on the studies above, several factors were identified as determinants of premium rates payment (Table 1). 

Occupation is added to the list because it was presented by [17] as an indirect factor.  

Table 1: Factors affecting premium payment according to previous studies 

Direct factors Indirect factors 

Age    Occupation 

Sex Economic status 

BMI Smoking 

Past medical history Types of plans chosen 

Education level Region a person residence 

 Number of children/Family size 

Among the variables presented above (Table 2), six (6) variables were selected to be used in this study; 

smoking, age, sex, BMI, number of children and region a person lives as the independent variable while health 

premiums paid by a person who is insured as the dependent variable. 

3. Predictive Modelling 

Multiple regression relies on different algorithms to solve various data problems. The multiple regression 

algorithms process data to learn the related patterns about individuals, business processes, transactions, events, 

and so on [18]. Machine learning algorithms build a model based on the "training data", to make predictions or 

decisions without being explicitly programmed to do so. The model is trained from historical data and the 

outcome is generated for the new test data. It involves two phases; Model training and Model testing. Training 

data contain input and target values then the algorithm picks up the pattern and maps the input values to the 

output and uses it to predict [18,19]. 

3.1 Multiple Linear Regression (MLR) 

Multiple linear regression (MLR) is an extension of simple linear regression where there is one dependent 

variable (Y) and two or more independent variables (𝑥1, 𝑥2, 𝑥3, … 𝑥n). The independent variable(s) can be 

continuous or discrete, while dependent variable is continuous.  For this study, the value of x (independent 

variables) are as follows; 𝑥1= Age, 𝑥2 = Sex, 𝑥3 = BMI, 𝑥4 = children, 𝑥5 = smoker, 𝑥6 = region  

Insurance charges (y) =  β0 + β1Age + β2 Sex + β3 BMI + β4 Children + β5 Smoker +   

β6 Region……………………………………………………………………………………………………… (1) 

In this dataset, the dependent variable is medical charges and independent variables are age, gender, smoker, 

BMI, children, and region. MLR uses the ordinary least-squares (OLS) method to find a best-fitting line that 

involves multiple independent variables [11]. Most researchers have been using a generalized linear model 

(GLM) for the health premium prediction because of its simple interpretability of the fitted parameters. This 

study used a supervised learning technique under machine learning. This is because with supervised ML there is 

a more accurate model compared to GLM.  
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3.2 K-nearest Neighbours (KNN) 

KNN is non-generalizing learning. Instead of constructing a general internal model, it stores all instances 

corresponding to training data in n-dimensional space. Here, the two parameters considered are the value of K 

which is a parameter that refer to the number of nearest neighbours (in our case we used 10 neighbours) and the 

distance function whereby the distance between the new point and each training point is calculated, and then the 

closest points are picked. There are various methods of calculating distance, the common ones are three; 

Euclidean distance, Manhattan distance and Hamming distance.  Euclidean distance (DH) is the squire root of 

the sum of the squired of the distance differences between a new point (x) and an existing point (y)  

𝐷𝐸 =  √∑ (𝑥𝑖 − 𝑦𝑖)2𝑘
𝑖=1 ………………………………………………………………………………….... (2.a) 

Manhattan distance is the distance between real vectors using the sum of their absolute difference (of a new 

point (x) and an existing point (y) 

𝐷𝑚 =  ∑ |𝑥𝑖 − 𝑦𝑖|𝑘
𝑖=1  …………………………………………………………………………………..….(2.b) 

Hamming distance is used for categorical variables. If the value of the new point (x) and the value of the 

existing point (y) are the same, then the distance D = 0, otherwise D = 1 

𝐷𝑚 =  ∑ |𝑥𝑖 − 𝑦𝑖|𝑘
𝑖=1  ……………………………………………………………………………………….(2.c) 

𝑥 = 𝑦 ⇒ 𝐷 = 0 

𝑥 ≠ 𝑦 ⇒ 𝐷 = 0 

Where K is defined as a number of points to be considered 

This model was used since it does not require a training period and which makes it a faster algorithm, unlike 

other regression models. With this model, the training dataset is stored and used during real-time prediction. 

Since our data is huge, this becomes one of the good prediction models.  KNN uses data and classifies new data 

points based on similarity measures [18]. 

3.3 Least Absolute Shrinkage and Selection Operator (LASSO) 

LASSO is the regression analysis technique that reduces the absolute value of the regression coefficients [20]. 

The objective function that is minimized by the LASSO algorithm can be expressed as; 

𝑚𝑖𝑛
𝑤

 
1

2𝑛
 ‖𝑋𝑤 − 𝑌‖2

2 + 𝛼 ‖𝑤‖1 …………………………………………………………………………...… (3) 

where w is the coefficient vector comprising coefficients β associated with features, which are the parameters of 

the model; X is the feature vector; Y is the target vector; n is the number of depth samples in the training 
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dataset; and the hyperparameter α is the penalty parameter that balances the importance between the sum of 

squared errors term and the regularization term, which is the norm of the coefficient vector. This model has been 

chosen due to the difference in coefficients of predictor variables in our data set. The main advantage of this 

model on this data set is that it learns the linear relationship and shrinks the regression coefficient towards zero 

by penalizing the regression model using regularization terms together to ensure the sparsity of the coefficients 

[21]. 

3.4 Extreme Gradient Boosting tree 

The boosted tree is the ensemble method that constructs more than one decision tree. It is an additive regression 

model in which individual terms are simple trees. Boosting combines classifiers, which are created from 

weighted versions of the learning sample, with the weights adaptively adjusted at each step to give increased 

weight to the cases which were misclassified in the previous step [22]. There are many types of Boosted tree 

methods including Gradient Boosting, Extreme Gradient Boosting (XGBoost), Stochastic Gradient Boosting and 

Adaboost. In this study, Extreme Gradient Boosting was applied. Extreme Gradient boosting sequentially adds 

predictors to the ensemble and follows the sequence of correcting preceding predictors to arrive at an accurate 

predictor. This model is chosen because it combines the strengths of two algorithms: regression trees (models 

that relate a response to their predictors by recursive binary splits) and boosting (an adaptive method for 

combining many simple models to give improved predictive performance) [23].  

3.5 Random Forest Regression (RFR) 

RFR is another ensemble method that constructs more than one decision. It is a tree-based algorithm whose trees 

(that are independently trained) are assembled by bagging. According to Hanafy and Mahmoud (2021), a 

random model for forest regressors can be expressed as follows. 

g(𝑥) =  𝑓0(𝑥) + 𝑓1(𝑥) +𝑓2(𝑥) +……+ 𝑓𝑛(𝑥)……………………………………………………………… (4) 

Where ‘g’ is the final model that is the sum of all models and each model f(x) is the decision tree. This model 

was chosen for the given dataset because it combines many decision trees to predict a more accurate outcome. 

Each tree is used to generate a prediction for a new random sample, then the predictions are averaged to form 

the forest’s prediction [14]. This model reduces the problem of overfitting on our dataset. 

4. Estimation of the accuracy of the Prediction 

The estimation of the accuracy of the prediction of the above models was evaluated by R
 
squared (R

2
), The Root 

Mean Squared Error (RMSE) and Mean Absolute Error (MAE). R
2
 is the coefficient of decision. The value of 

R
2 

is between 0 and 1. The higher the R
2
, the better the model output. This means the model has deviated less 

from real values. Thus, the best possible score is 1.0.  R
2
 is given by 

𝑅2 =  
𝐸𝑥𝑝𝑙𝑎𝑖𝑛𝑒𝑑 𝑣𝑎𝑟𝑖𝑎𝑛𝑐𝑒 

𝑇𝑜𝑡𝑎𝑙 𝑣𝑎𝑟𝑖𝑎𝑛𝑐𝑒
 …………………………………………………………. (5.a) 
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The RMSE of the disparity between the expected values and the real values is determined as the square root. 

The lower the RMSE the better (means are less variance among the expected values and the real values) 

𝑅𝑀𝑆𝐸 =  
1

𝑁
∑ (Ý − 𝑌)2𝑁

𝑛=1  …………………………………………………………. (5.b) 

Where N = Number of overall observations, Ý = expected premium value and Y = real insurance premium value 

The MAE is the difference between the original and forecast values obtained by averaging the absolute 

difference over the data set. The lower the MAE the better.  

𝑀𝐴𝐸 =  
1

𝑁
∑ |Ý − 𝑌|𝑁

𝑛=1  …………………………………………………………… (5.c) 

4. Materials and methods 

4.1 Data source 

The dataset used for this study was collected from Kaggle.com (machine learning repository). The dataset 

contained medical information and costs billed by the health insurance company. It had 1,339 rows and 7 

columns. The following are the columns (variables) in the dataset; age, gender, BMI, number of children, 

smoking, region and insurance charges. In regression analysis, the value of a dependent variable is predicted 

using independent variables. While the age, gender, BMI, number of children, smoking and region are treated as 

independent variables, and insurance charge was an independent variable.  

Table 2: Description of the variables in the dataset 

Variable Description Data type R - Data type 

(atomic class) Data type Categories 

Age Age of the primary beneficiary Continuous  Integer 

Sex Sex of the primary beneficiary/Contractor 

(male or female) 

Categorical 

(binary) 

Male 

Female 

Character 

BMI Body Mass Index, providing an 

understanding of body weights that are 

relatively high or low relative to height 

Continuous  Numeric 

Smoking Smoking habit of insurance beneficiary 

(smoking or not) 

Categorical 

(binary) 

Yes 

No 

Character 

Children Number of children covered by health 

insurance, number of dependents 

Continuous  Integer 

Region beneficiary’s residential area Categorical Northeast 

Southeast 

Southwest 

Northwest 

Character 

Charges/ 

Expenses 

Individual insurance premiums billed by 

health insurance 

Continuous  Numeric 

4.2 Data analysis 

The data analysis was conducted using R-software. R is powerful data analysis software and has been widely 
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applied in regression analysis. The relation between predictors or independent variables was explored to test for 

multicollinearity problem. Whenever an independent variable is highly correlated with one or more of the other 

independent variables, it can be said that a multicollinearity problem exists [24]. Multicollinearity test found that 

there was no multicollinearity problem. 

The following variables were nominal categorical data; sex, smoker and region. The Linear and KNN models 

require that all predictor variables be numeric, because categorical data cannot be properly handled by this 

model. On the other hand, the tree-based models; Random Forest and Gradient boosting model naturally handle 

numeric or categorical predictors. To get better performance of all the models involved, the categorical data 

were transformed into numerical data by using a dummy encoding technique which leaves one group out (the 

first level of the factor) and create new columns for all other groups coded 1 or 0 depending on whether the 

original variable represented that value or not.  

The Predictive modelling was conducted in two phases; training the data set and testing the model. The dataset 

was split into two parts; the first part was used for model training and the other part was used for model testing. 

The data set was split into training data and testing data, whereby 80% of the total data was used as training data 

to train every model used in this study, and then the models were tested using the test data. MLR was used to 

find the relationship between outcome and associated independent variables. Furthermore, the values of MAE, 

RMSE, and R2 for each of the models were compared to evaluate the performance of four machine learning 

algorithms used in the study. 

5. Results 

5.1 Descriptive statistics 

The number of male and female respondents was nearly the same, and more than half of them (79.5%) were 

non-smokers (Table 5). 

Table 1: Descriptive statistics for categorical data - Sex, Smoking and Location variables 

Variable figure % 

Sex Female 662 49.5 

Male 676 50.5 

Smoking Smoker 274 20.5 

Non-smoker 1064 79.5 

Location Northeast 324 24.2 

Northwest 325 24.3 

Southeast 364 27.2 

Southwest 325 24.3 

The average age and BMI were 39 years and 30.67 respectively. The average medical charge was $ 13,270 

(Table 6). 
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Table 2: Descriptive statistics for continuous data - Age, BMI, Expenses 

 Age BMI No. of children Insurance charges ($) 

Minimum 18 16 0 1,122 

1
st
 Qu  27 26.28 0 4,734 

Median 39 30.4 1 9,382 

Mean 39 30.67 1 13,270 

3rdQu 51 34.7 2 16,687 

Maximum 64 53 5 63,770 

The charges vary greatly from around $1,000 to $64,000. Many respondents were charged Less than $2,000 by 

health insurance companies. 

5.2 Multicollinearity test 

The Pearson t-test was conducted to find out if the correlation among the predictors (independent variables) was 

significant. The test results showed no significant correlation among the independent variables. Therefore, it was 

concluded that the issue of multicollinearity in the dataset did not exist. 

5.3 Relationship between insurance charges and predictor variables  

This section presents the relationships between insurance charges and the predictor variables used in the study. 

The fist presentation is relationship between insurance charges and sex. The second one is the relationship 

between insurance charges and number of children. The third one is the insurance charges and smoking habit. 

Other presentations included the relationship between health insurance and Age and BMI. 

The distribution of insurance charges on sex shows that there is no difference between males and females. The 

distribution is nearly the same for both sex categories (figure 1). 

 

Figure 1: Boxplot of insurance charges per sex 
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The number of children had a small effect on the insurance charges. The distribution of charges on the number 

of children shows that most patients that did not have children were charged less than those with children as 

shown in the diagram below (Figure 2). 

 

Figure 2: The distribution of insurance charges per children 

Regarding charges and smoking, the boxplot (figure 3) indicates that there is a high increase in insurance 

charges for people who smoke compared with people who do not smoke.  

 

Figure 3: Boxplot of insurance charges per smoking 

The plot of age on insurance charges shows that insurance charges increase as age increases (figure 4).  
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Figure 4: Relationship between insurance charges and age 

The plot of BMI on insurance charges shows insurance charges increases as BMI increases (figure 5). This 

means people with high BMI are charged more by the insurance company than people with low BMI.  

 

Figure 5: Relationship between insurance charges and BMI 

5.5 Predictive Modelling 

5.5.1 Multiple liner regression analysis 

The most common machine learning regression model used is the MLR. The plot of actual vs predicted values 
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for MLR show how well the model fits the data (Figure 6). It can be seen that the model performed well in 

predicting the value for lower charges. However, the prediction performance of the values for higher charges 

was not well performed 

 

Figure 6: Plot of Actual vs Predicted values for MLR 

The coefficients obtained from MLR are tabulated in table 7, and a p-value of 0.05 is used as a cut-off point to 

determine the significance of the variables. The bigger value coefficients represent higher relevance to the 

model. Based on the results, the following values had a statistically significant influence on the insurance prices; 

Age, BMI, Smoking and Region. This means that as age and BIM increase, the medical insurance charges 

increase. Smoking and Region were entered as dummy variables; thus, their interpretation follows the dummy 

variable interpretation is a little bit different. Regarding Smoking, a significant value means smokers 

significantly influence insurance charges by one unit when compared with non-smokers. Regarding region, 

individuals living in the Northeast have higher insurance charges when compared with individuals living in the 

Southeast region (reference variable) 

Table 3: Multiple Linear Regression Variables’ coefficients 

 estimate Std. Error t- value Pr (>I t I) 

(intercept) 3.86147262 0.02992126 129.0544873 0.000*** 

Age 0.21956219 0.01298423 16.9099069 0.000*** 

Sex_male -0.03380324 0.02489352 -1.3579133 0.175 

BMI 0.03218319 0.01304476 2.4671357 0.001** 

Smoker_yes 0.70958159 0.03130212 22.6688045 0.000*** 

Children 0.47568900 0.01378000 3.4520000 0.100 

Northeast 0.03462494 0.03554844 0.9740211 0.033* 

Southwest -0.03571256 0.03624123 -0.9854124 0.325 

Southeast -0.07255654 0.03629282 -1.9991982 0.046 
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Sign. Codes:  0 ‘***’ 0.001 ‘**’ 0.01   ‘*’.   0.05 ‘-’     0.1 ‘  ’    1 

Based on the estimates and significant values presented in table 8, the MLR predictive model (equation 2) can 

be presented as follows 

Insurance Charges =  β0 +  β1Age + β3 BMI + β4 smoker +  β5  Northeast (location) 

Insurance charges =  β0 + 0.219 Age + 0.032 BMI + 0.709 Smoker + 0.033 Northeast                                                    

5.5.2 Evaluation of the models’ performance 

To evaluate the performance of four machine learning algorithms, the values of MAE, RMSE, and R
2
 for each 

of the models were compared. MLR has much lower performance on test data and leads to overfitting on this 

data and would not be preferred for this problem. The findings are tabulated in Tables 9 and 10.  

Table 4: Evaluation metrics for train data 

Model R
2
 MAE RMSE 

K-nearest Neighbours (KNN) 0.8754706 2691.375 4299.594 

Least Absolute Shrinkage and Selection Operator (LASSO) 0.7722119 4136.346 5733.035 

Extreme Gradient Boosting 0.8901612 2224.492 3990.497 

Random Forest Regression (RFR) 0.8978284 2196.060 3847.263 

Table 5: Evaluation metrics for test data (Models' performance comparison) 

Model R
2
 MAE RMSE 

K-nearest Neighbours (KNN) 0.8252715 3221.427 5236.708 

Least Absolute Shrinkage and Selection Operator (LASSO) 0.7397349 4516.719 6384.349 

Extreme Gradient Boosting 0.8553049 2688.200 4748.673 

Random Forest Regression (RFR) 0.8530681 2726.356 4783.827 

Based on test data, by looking at the value of R
2
, the Extreme Gradient Boosting model was able to explain 

85.5% of the variation, followed by RFR which explained 85.3%. The RMSE estimate for Extreme Gradient 

Boosting is 4748.673, which is much better than other models. Based on the findings above, the comparison 

graph was developed. Figure 8 and 9 presents a comparison of the four (4) models, on three (3) performance 

measures used in this study (R
2
, MAE, RMSE).  

 

Figure 8: Comparison of the four (4) models, on R
2
 performance measure 

0.68 0.7 0.72 0.74 0.76 0.78 0.8 0.82 0.84 0.86 0.88

K-nearest Neighbours (KNN)

Least Absolute Shrinkage and Selection Operator (LASSO)

Extreme Gradient Boosting

Random Forest Regression (RFR)

R2
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Figure 9: Comparison of the four (4) models, on two performance measures (RMSE and MAE) 

6. Discussion 

The number of male and female respondents was nearly the same and the distribution of the data based on the 

location of the respondents was also nearly the same. More than half of the respondents were non-smokers. The 

variables that show  relationship to medical insurance charges are age, the number of children and smoking 

habit. Plot distributions of smoking and charges show that there is a strong influence on smoking habit and 

medical charges. A number of children and Smoking habits were seen to influence the charges. The relationship 

between Children and insurance charges per smoking shows charges among smokers are higher than charges 

among non-smokers. However, as the number of children increases, there is a very small to no increase of 

charges among these groups. Sex is less likely to influence the charges, as the premiums changes had similar 

distribution for both males and females. 

The MLR results show that there is a significant influence of age on medical insurance charges.  Therefore, 

older individuals pay more than younger ones. This might be because old age is associated with diseases 

including heart diseases and bone-related diseases. Similar findings were also obtained from the studies by 

[11,13,25,26]. 

The positive significant relationship between smoking habit and insurance charges means smokers are more 

likely to be charged higher than non-smokers. This means the insurance company charges higher the smokers 

than non-smokers. The reasons might be because smoking is associated with diseases such as lung cancer and 

Tuberculosis. Smoking was also found to be one of the factors that strongly influence health insurance charges 

by [13,26]. Other previous studies with similar findings are studies by [11,25]  

The significant relationship between BMI and Medical charges means people with higher BMI are charged more 

by insurance companies than people with relatively lower BMI. The reason might be that BMI is often 

associated with the occurrence of diseases hence this might be the reason for this distribution. Similarly, the 

study by [11,26] also found a significant influence of BIM on medical insurance charges. Location is another 
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factor that has a significant influence on medical charges insurance. The medical insurance companies tend to 

charge differently based on the beneficiary’s residential area. These findings are contrary to the findings by [13, 

26] which found Region/location has no significant influence on medical charges.  

The relationship between the sex of the patient and medical insurance charges was also analysed, whereby sex 

was found to have no significant influence on medical charges. Thus, there is no or little influence on sex on 

medical insurance charges. Similarly [26] also found no significant influence of sex on medical charges. 

Contrary to these findings, the author [12] that found a significant influence of sex on medical insurance 

charges. Number of children was found to have no significant influence on the medical charges of the 

beneficiary.   

To evaluate the performance of predictive models that use machine learning algorithms to predict health 

insurance premiums, the performance of five (5) machine learning regression models was evaluated. Those 

models are MLR, KNN, LASSO, RFR. The MLR had lower performance on test data and lead to overfitting 

based on the given data, for that reason, this model was not included in the comparison. The performances of the 

two models; Extreme Gradient Boosting Tree and RFR were better than all other models used. In this regard the 

Extreme Gradient Boosting Tree and RFR have high ability to appropriately capture linear and non-linear 

relationships between the dependent and independent variables (as compared to other models evaluated). These 

findings are supported by other studies that found RFR as the best predictive model when compared with other 

models [11,14]. Generally, these results give us more reason to recommend the Extreme Gradient Boosting 

model and RFR in the prediction of health premium rates.   

7. Conclusion 

Demographic characteristics are the main factors that influence the premium charges among the patients. Age, 

BMI, smoking, and region play significant roles in predicting the insurance changes. This means the health 

insurance companies can use these variables to develop a predictive model that might insure fair premium 

charges to their members. Moreover, the Extreme Gradient Boosting and RFR are recommended as the best 

model for predicting health insurance premiums. It is expected that premiums predictions based on these models 

would give realistic payment models that is affordable to many clients as well as enable companies to continue 

with business. Since the insurance rates that are affordable and give quality services encourage many people to 

purchase health insurance products [3] usage of these models has a potential to expand universal health 

coverage 

8. Study limitations 

The first limitation of this study was lack of primary. The study planned to use primary data from insurance 

companies in East Africa. However, due to an outbreak of the COVID 19 pandemic, Collection of primary data 

from these insurance companies which would involve office visitations, face to face meetings and other logistics 

was not possible. The researcher had to use secondary data. This has limited the researcher an opportunity to use 

fresh data collected in the East African context.  Despite of these fact, it is believed that the findings obtained 
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from this study will contribute to the efforts to improve the health insurance sub-sector in many countries 

including the East African countries. Another limitation is the existence of few variables in the dataset. The data 

set used had only six variables; age, sex, BIM, number of children, smoking, and region. Previous studies found 

there are additional attributes that have a significant influence on health insurance charges such as education 

level [14], clinical information and disabled status [15], occupation, type of plan used [17] and past medical 

history [25]. Future studies can use these attributes to further validate the performance of the ML models.   
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