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Abstract 

This study seeks to comprehensively analyze the benefits and risks of artificial intelligence and discuss 

strategies and policies to balance them. The paper assesses AI's positive impact on four industries - healthcare, 

finance, transportation, and education – juxtaposed with its negative welfare, privacy, and security effects. The 

study utilizes a semi-systematic review methodology to explore diverse narratives surrounding AI's societal 

implications. Key findings suggest AI can improve decision-making, productivity, and quality of life but risks 

exacerbating bias, unemployment, and insecurity if not developed responsibly. The paper discusses practical 

strategies, policies, and regulatory interventions to help balance AI's pros and cons, including human-centered 

design, explainable AI, and governance frameworks. It also suggests actionable recommendations for 

individual, organizational, and national stakeholders. Suggestions for future research include developing robust 

AI resilient to attacks, increasing AI transparency and accountability, assessing long-term societal impacts, and 

addressing legal and ethical dilemmas. This timely study contributes a measured perspective to current debates 

on AI and provides a framework to help appropriate its advantages while mitigating its perils.  

Keywords: artificial intelligence; benefits of AI; AI risks on human well-being; AI risks on data privacy; AI 

risks on national security; semi-systematic meta-narrative review. 

1. Introduction  

Artificial Intelligence (AI) has emerged as a transformative technology with the potential to revolutionize 

various sectors and improve human lives. However, as with any disruptive technology, AI brings both 

advantages and risks that need to be carefully examined. This research aims to explore the advantages of AI 

while also assessing its potential risks on human welfare, data protection, and territorial security.  
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For this paper, a qualitative study was conducted to probe the nuances of these issues and provide valuable 

insights for policymakers, businesses, and individuals.  

1.1 Key definitions and essential terminologies  

To serve as a common lexical framework throughout the research paper and to ensure clarity and consistency in 

communication and analysis, it is important to establish the meanings of the four topical terms in the context of 

this study: artificial intelligence, human wellbeing, data privacy, and national security.  

1.1.1 Artificial intelligence  

Though finding a generally accepted definition for Artificial Intelligence has remained elusive [1, 4], viewing it 

via the lenses of the four categorical approaches commonly adopted by its researchers – as if from the cardinal 

directions of the field – should suffice [5, p. 2]. From the perspective of "acting humanly" [5, pp. 2-3), AI is the 

practice of building devices that can carry out tasks that would typically require people to use their intelligence 

[6] and the study of programming computers to perform tasks that people are currently better at [7]. From the 

perspective of "thinking humanly" [5, p. 3), AI is the innovative new attempt to get computers thinking [8] and 

the automation of processes that are associated with thinking in humans [9]. From the perspective of "thinking 

rationally" [5, p. 4), AI is the use of computational models for the study of mental faculties [10] and the study of 

the calculations necessary for perception, reasoning, and action [11]. Finally, from the perspective of "acting 

rationally" [5, pp. 4-5), AI is concerned with how inanimate objects exhibit intelligent behavior [12], and 

Computational Intelligence is the study of intelligent agent design [13]. Alternatively, one could just settle for 

the simple and reader-friendly definition by [4]: Artificial intelligence is a branch of computer science in which 

researchers work to impart more human-like intelligence on computer systems.  

1.1.2 Human wellbeing, data privacy, national security 

Just like the challenge with defining artificial intelligence, there is no consensus definition for ―wellbeing‖ [14] 

(Simons & Baldwin, 2021). Nevertheless, Simons & Baldwin [14] goes ahead to give it an ―operational 

definition‖ as a subjective and/or objective state of positive emotions and fulfillment of personal potential, 

measured by a salutogenic approach.  

Likewise, [15] while conceding that the task is ―notoriously complex‖, defines data privacy as a subset of data 

security focused on the different aspects of data handling – consent (the ifs and hows of third-party data 

sharing), notice (the hows of legal data collection and storage), and regulatory requirements and restrictions, for 

example the GDPR or HIPAA.   

National security is the capacity of a state to provide for the defense and protection of its populace [16].  

 1.2 Background and context of the research topic  

Artificial Intelligence (AI) has rapidly evolved from being a topic limited to science fiction and technical jargon 
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for geeks in the mid-1900s to a widely discussed technology of the early 21st century [17]. AI is significant not 

only to the science and technology communities [18, 21], but also to consumers [22, 24], companies [25, 27], 

and countries [28]. The pace of research and development in this exciting field is matched only by the multitude 

of use cases in different industries, including healthcare, finance, transportation, and education [29].  

However, like the bipolar Dr. Jekyll and Mr. Hyde character [30], AI also has its dark side. It is susceptible to 

algorithmic bias [31], particularly in law enforcement [32], HR recruitment [33], and credit assessment [34], 

resulting in discriminatory outcomes [35]. This "shadow" side of AI was the subject of a 2020 Netflix 

documentary, "Coded Bias," written, directed, and produced by Shalini Kantayya and featuring Joy 

Buolamwini, an MIT Media Lab researcher [36].  

 When misused or compromised, AI systems can result in data breaches and privacy violations [37]. A vivid 

example is China's Alipay Health Code app, launched in early 2020 to track the health status of Chinese 

residents during the Covid-19 pandemic. "China's coronavirus health code apps raise privacy concerns," claims 

a news article from April 1, 2020, written by Taipei-based Guardian UK correspondent Helen Davidson and 

posted on the British media outlet's website. The article claims that the app's collection of sensitive personal 

data, such as passport biodata, medical records, and travel history, allows civil liberties to be violated [38].  

 Most worrisome is the capacity for the ―weaponization of AI‖ [39, 40] by malevolent state and non-state actors 

to attack critical infrastructure, wage high-tech warfare, or execute disinformation campaigns. In May 2019, 

Washington Post tech reporter Drew Harwell wrote about a doctored video of Nancy Pelosi that was widely 

circulated on social media [41]. The US House Speaker appeared inebriated in the video and slurred her words. 

Though the viral video was later revealed as a "deepfake" [42], Pelosi's reputation had already taken a 

significant hit. Deepfakes are AI-produced video manipulations or other digital representations that produce 

faked sounds and images that seem real [43].  

1.3 Purpose statement and research problem  

AI's advancement is happening quickly, and its influence on society is increasing exponentially. Therefore, it is 

imperative to conduct extensive assessments and comparative analyses of its benefits and risks that provide 

users, practitioners, and policymakers with a balanced yet informed perspective [44]. This exercise is important 

because people, businesses, institutions, and governments need to urgently develop behaviors, strategies, 

policies, and regulations that would help control AI's untoward effects without stifling the technology's progress 

[45]. Furthermore, this paper contributes to the ongoing public discourse on AI's societal implications and the 

need to promote responsible and ethical development [46].  

The central problem necessitating this study arose because of the lip service paid by stakeholders towards the 

sustainable development and deployment of powerful AI technologies. In 2017, a conference was held to tackle 

these problems, leading to the creation of the AI Asilomar Principles by the Future of Life Institute [47]. 

However, some worry that the actions being taken now are too little too late, particularly when compared to the 

biotech industry stakeholders' response to a similar gathering at the exact location in 1975, as noted by [48].  
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1.4 Research questions and objectives   

The research questions to be investigated in this study include:  

 What are the reported advantages of AI in each of the selected industries (healthcare, finance, 

transportation, and education)?  

 What are the known risks of AI on human wellbeing, data privacy, and national security?  

 How are these risks currently being mitigated through existing government policies and corporate 

strategies?  

 What future policies and strategies could be implemented to further mitigate these risks?  

 How can a balance be achieved in the development, deployment, and adoption of AI that maximizes its 

benefits while minimizing its risks?  

Based on the research questions, the aims of this research are:  

1. To identify and analyze the key advantages of artificial intelligence across different domains.  

2. To examine the risks associated with the widespread adoption of AI on human well-being.  

3. To investigate the implications of AI on data privacy and the challenges it poses for individuals and 

organizations.  

4. To assess the risks AI poses to national security and critical infrastructures.  

5. To conduct a comparative analysis of the prospects and dangers of AI thus encouraging balance in 

future reporting of the technology.  

6. To compile and evaluate some of the current interventions that have been implemented for responsible, 

ethical, and sustainable development and deployment of AI technologies. 

1.5 Scope of the study  

The delimitations of this study are as follows:  

1. Timeframe: The study focuses on an eight-decade period from 1940 to 2020. While this timeframe 

allows for a comprehensive – albeit not exhaustive – examination of historical and contemporary 

moments in the struggle between technology (AI) and humanity (security), it does not capture seminal 

and future developments before 1940 and beyond 2020 respectively.  

2. Scope: The study primarily focuses on the advantages of AI within the healthcare, finance, 

transportation, and education sectors as case studies as well as potential risks of AI on human well-

being, data privacy, and national security specifically. Other aspects related to AI, such as its impact – 

positive or negative – on politics or macroeconomics, are not extensively explored within the limits of 
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this study.  

 3. Geographical Focus: The study does not specifically focus on a particular region or country. It aims to 

provide a global perspective on the advantages and potential risks of AI. However, regional variations 

in the adoption and regulation of AI may not be extensively analyzed within the boundaries of this 

paper.  

 4. Specific AI Technologies: The study does not delve into specific AI technologies or applications in 

detail. It aims to provide a broader understanding of AI's advantages and potential risks rather than 

focusing on specific AI systems or algorithms.  

It is important to acknowledge these delimitations as they provide a clear focus to the study. Researchers and 

stakeholders should consider these limitations when interpreting the findings and applying them to specific 

contexts or future research endeavors.  

1.6 Overview of the structure of the research  

This research paper comprises six main chapters and an appended reference list:  

Chapter 1 (Introduction) serves as the orientation point for the topic discussed throughout the entire 

research paper. It communicates what the study is about and why it is important, gives a bird‘s-eye 

view of the whole study, lays the groundwork for what is to come, gives a teaser of what is discussed 

within, and provides the underlying motivation for such a demanding project.  

Chapter 2 (Theoretical Frameworks) serves as the structural platform of the study via broad overviews of 

two seminal publications and two pivotal events that underpin the two topical variables of advancement 

in technology and impact on humanity.  

Chapter 3 (Methodology) describes the research process selected for the study, including the search strategy 

and methods of data extraction. The adoption of a qualitative, narrative research approach will be 

justified, and the broader research design will be discussed, including the limitations thereof.  

Chapter 4 (Findings) identifies, evaluates, and synthesizes prior studies and landmark publications that 

address the research paper topic. It also presents the main findings from the reviewed literature, as 

synthesized from the results of the various studies under review. It also discusses common themes, 

trends, or conclusions drawn from the literature, and identifies any gaps or areas for future research.  

Chapter 5 (Discussion) juxtaposes the findings in Chapter 5, identifying trade-offs and possible mitigations. 

It also explores policy implications, regulatory considerations, and strategic recommendations for 

stakeholders.  

Chapter 6 (Conclusion) serves as the capstone by summarizing the overall findings, recommendations, 
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limitations, gaps in the current literature, and suggestions for future research while recapping the 

critical talking points of the entire research project.  

Finally, the References section includes a list of all the sources consulted (in alphabetical order) while writing 

this paper, following the APA style guide and convention.  

2. Theoretical Frameworks  

This section features meta-narrative reviews on key historical and contemporary moments in the struggle for 

supremacy between technology (AI) and humanity (security) within a historic eight-decade period (1940-2020). 

2.1 Man vs. machine: Maslow vs. Turing  

Abraham Maslow (1908-1970) was an American psychologist renowned for his theories on human motivation, 

particularly his well-known "Hierarchy of Needs." Maslow was one of the pioneers of humanistic psychology 

[49, p. 39], focusing on the individual's potential for personal growth. Maslow's hierarchy of needs theory 

proposes that human needs are arranged in a pyramid, with basic "physiological" needs at the bottom, ascending 

towards higher-level "safety," "love and belonging," "esteem," and "growth" needs [49, pp. 40–41]. In 1943, 

Abraham Maslow published "A Theory of Human Motivation," a landmark work that contextualizes the 

ongoing discourse about the connection between human beings and machines. According to Maslow's theory, 

human needs are arranged hierarchically, starting from the most basic needs for survival and culminating in self-

actualization [50].  Alan Turing (1912-1954) was a renowned British mathematician and logician. He is widely 

recognized as the pioneer in modern computing and artificial intelligence. Turing was arguably the first person 

to contemplate the possibility of computer intelligence [10]. He started his pioneering 1950 paper "Computing 

Machinery and Intelligence" by asking, "Can machines think?" a rather provocative question at the time, and 

then sought to answer it with a thought experiment that he called The Imitation Game [51, pp. 433–434]. In the 

remaining pages of his Mind magazine article, Turing proposed programming a computer to exhibit intelligent 

behavior. He also countered contemporary and hypothetical arguments against machine intelligence while 

predicting that by the turn of the millennium, human minds and machines would be indistinguishable [51]. In 

1950, Alan Turing published "Computing Machinery and Intelligence," which proposed the Turing Test, also 

known as the Imitation Game [52]. The Turing Test is a method for determining whether a computer can 

achieve "indistinguishability" from a human [53].  

It is interesting to note that [54] "rediscovered" the concept of "transcendence" - in which humans attain 

'selflessness' (emphasis mine) - originated by [55] within a year's interval of [56] predicting the imminence of 

the "singularity" - in which machines attain 'selfishness' (emphasis mine) - a concept introduced into the public 

consciousness by [57]. Perhaps even more interesting is that the 2014 science fiction thriller film written by Jack 

Paglen, directed by Wally Pfister, and headlined by Johnny Depp, "Transcendence" was really about the 

Singularity by [58].  Most of the arguments and analysis featured throughout this study would lean on the 

constructs framed by these two seminal publications, authored by two pioneers whose respective fields are 

worlds apart, to encourage the pursuit of technical advancements in ways that are not only beneficial to the 
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human condition but also sustainable for the society.  

2.2 Machine vs. man: McCarthy and his colleagues  vs Tegmark and his colleagues 

The 1956 Dartmouth College AI Conference and the 2017 Asilomar Conference on Beneficial AI are two 

pivotal events in the evolutionary history of artificial intelligence. The Dartmouth Conference proposed the 

creation of intelligent machines capable of mimicking human intelligence. The Asilomar Conference 

emphasized the need for ethical and responsible AI development. The former is considered the foundational 

event that birthed the field of artificial intelligence. Conversely, the latter was positioned as the epochal event 

that would "save" AI or, more accurately, humans from machines.  The seminal ideas that gave impetus to the 

2017 Conference were contained in a document known as the 1955 Dartmouth Proposal, or officially "The 

Proposal for the Dartmouth Summer Research Project on Artificial Intelligence." The late emeritus Stanford 

professor John McCarthy authored the proposal in collaboration with fellow cognitive scientist Marvin Minsky, 

fellow computer scientist Nathaniel Rochester, and fellow mathematician Claude Shannon. The landmark study 

was predicated on the assumption that it should be possible, in theory, to precisely describe the features of 

human intelligence - including learning - in ways that a machine can imitate. The pioneer researchers were also 

interested in investigating "how to make machines use language, form abstractions and concepts, solve kinds of 

problems now reserved for humans, and improve themselves" [59, pp. 12-13). Ultimately, the agenda was to 

develop machines that could think, learn, and solve problems like humans, a radical albeit controversial concept 

at the time.  J. McCarthy and his colleagues M. Minsky, N. Rochester, and C. Shannon organized the Dartmouth 

Conference in the 1950s. This conference was significant as it brought together experts from various fields, such 

as mathematics, psychology, and computer science, to explore the possibility of creating machines that could 

simulate human intelligence. It also marked the first time the term "artificial intelligence" was used to describe 

the field and established AI as a distinct area of research. The conference laid the foundation for future 

collaborations and advancements in the field [4, 5]. In 2017, the Asilomar Conference on Beneficial AI was 

organized by the Future of Life Institute at the Asilomar Conference Grounds in Pacific Grove, California. Over 

800 participants from academia, industry, government, and civil society groups attended the conference. It 

aimed to discuss the ethical and societal implications of AI and develop a set of guidelines that would promote 

the long-term well-being of humanity [60]. The Asilomar AI Principles, consisting of 23 guidelines for 

developing beneficial AI, were released at the end of the conference [61]. Many well-known individuals in 

artificial intelligence gathered at the Asilomar Conference. Demis Hassabis from DeepMind, Elon Musk from 

Neuralink, and Stuart Russell from UC Berkeley were in attendance. The conference was particularly 

noteworthy for its emphasis on exploring the impact of AI on society and how it could shape humanity's future. 

It helped raise awareness about AI's challenges and opportunities and sparked ongoing discussions and debates 

about the responsible development and use of the technology [62]. These two pivotal gatherings by AI 

stakeholders two generations apart reflect the now-familiar dilemma: the tension between the desire for 

technological progress and the need for ethical and responsible development. While the Dartmouth Conference 

focused primarily on the technical aspects of AI development, the Asilomar Conference highlighted the 

importance of considering the broader societal implications of AI.  Later, specifically in Chapter 5, this paper 

will discuss strategies for alleviating these difficult trade-offs toward a win-win situation.  
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3. Methodology  

1. Research approach  

A semi-systematic review approach was adopted to select the literature used for this study. This approach was 

chosen as it enables the thorough investigation of the different accounts and viewpoints connected to AI and its 

societal effects, with a loosely structured method and iterative process for gathering, analyzing, and synthesizing 

data to uncover and probe the various narratives and perspectives related to a specific topic. This approach 

acknowledges the complexity and diversity of the extant literature and seeks to capture the different perspectives 

and debates within the field [63].  

2. Data collection  

A wide range of data sources was studied to thoroughly evaluate the literature on the influence of AI on society. 

The sources used were academic papers, industry reports, case studies, government documents, policy papers, 

and regulations, with preferences for publications considered landmark, seminal, or pivotal by experts in the 

field and industry. This wide range of materials enabled a thorough knowledge of the various perspectives and 

storylines around AI and its impact on society. A systematic search of academic databases such as Google 

Scholar, JSTOR, and Project Muse and a targeted search of relevant industry and government websites were 

done to obtain these materials. Keywords used in the search included "artificial intelligence," "AI,", 

―wellbeing‖, ―welfare‖, ―privacy‖, ―security‖, ―national security‖, "ethics," "society," "policy," and "regulation". 

Data sources were selected based on their relevance to the research questions and the quality of research, as 

indicated by the number of citations. A stringent screening process was used to ensure the pertinence of the 

literature sources. An initial screening of titles and abstracts was followed by a full-text screening to ensure 

relevance to the study questions.  

3. Data processing  

The data analysis process utilized qualitative techniques, such as content analysis, thematic analysis, discourse 

analysis, and grounded theory. The analyses involved a systematic review of the literature to identify the key 

themes, narratives, and perspectives surrounding AI and its impact on society. The qualitative analysis involved 

structured data extraction, coding, and synthesis. The data extraction process involved identifying relevant 

information from the selected data sources, such as critical arguments, evidence, and examples. The coding 

process involved categorizing the extracted data into themes and sub-themes. The synthesis process involved 

integrating the coded data into an overarching narrative that captured the perspectives and debates surrounding 

AI and its impact on society.  

4. Methodology constraints  

The research design choices made for this study and the opportunity costs that arise as a result inadvertently 

imbue this research with unavoidable tactical limitations. The author of this study acknowledges the implicit 

limitations associated with using a semi-systematic literature review methodology. These constraints include:  
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1. Limitations due to not using quantitative review  

Below are the implicit constraints that accompanied the author‘s choice of qualitative research in lieu 

of quantitative research:  

1. Subjectivity and Interpretation:  

 Qualitative Research: Involves gathering and interpreting non-numerical data.  

 Limitation: Results are more subjective and influenced by the researcher's perspective. Personal bias 

can impact interpretation.  

2. Time-Consuming:  

 Qualitative Research: Requires time for data collection and analysis.  

 Limitation: Can be more time-consuming compared to quantitative methods.  

3. Depth vs. Breadth:  

 Qualitative Research: Provides in-depth insights into concepts or experiences.  

 Limitation: May not cover a wide range of topics or phenomena as comprehensively as quantitative 

research.  

3.4.2 Limitations due to not using systematic review  

Below are the implicit constraints that accompanied the author‘s choice of semi-systematic literature review in 

lieu of systematic literature review:  

1. Methodological Rigor:  

 Systematic Review: Follows a rigorous and standardized process, including explicit criteria for study 

selection, data extraction, and quality assessment.  

 Semi-Systematic Review: May lack the same level of rigor. Selection criteria and data extraction might 

be less systematic, leading to potential bias.  

2. Comprehensiveness:  

 Systematic Review: Aims to include all relevant studies on a topic, minimizing bias.  

 Semi-Systematic Review: May miss important studies due to less comprehensive search methods.  

3. Transparency and Reproducibility:  

 Systematic Review: Detailed methods are documented, allowing others to replicate the process.  

 Semi-Systematic Review: May lack transparency in search strategies or inclusion/exclusion criteria.  



International Journal of Computer (IJC) - Volume 49, No  1, pp 107-137 

116 

4. Risk of Bias:  

 Systematic Review: Efforts are made to minimize bias (e.g., publication bias, selective reporting).  

 Semi-Systematic Review: Greater risk of bias due to less stringent procedures.  

5. Time and Resources:  

 Systematic Review: Time-consuming but thorough.  

 Semi-Systematic Review: Faster but sacrifices depth and rigor.  

4. Findings  

This section assesses the existing body of research around the conversations and debates surrounding the 

benefits of AI technologies and the drawbacks of AI adoption. It also presents the results of the content analysis, 

thematic analysis, discourse analysis, and grounded theory performed on literature sources.  

4.1. Assessment of Benefits  

Research has documented several advantages of AI technologies over the last decade. It could be said that 

artificial intelligence has aided humans in ascending the Maslow "pyramid" by fulfilling survival, safety, social, 

success, and self-actualization needs.  

4.1.1 Evaluation of AI's Positive Impact on Society  

The following are some AI use cases across four specific domains selected for this study:  

1. Healthcare: AI is transforming the health sector by enabling faster and more accurate medical diagnosis [64] 

and facilitating personalized medicine [65]. It also helps drug discovery by identifying potential drug candidates 

[66, 67]. Additionally, AI is utilized in developing wearable medical devices that monitor health conditions and 

provide real-time feedback to patients and healthcare providers [68].  

2. Finance: AI is used in the financial services industry to process large amounts of data, identify patterns and 

anomalies within them, and thus improve fraud detection and risk assessment [69]. Furthermore, AI is used in 

investment management to identify investment opportunities [70] and in personal finance to provide customized 

financial advice to customers [71, 72].  

3. Transportation: AI is used in the transportation industry to develop autonomous vehicles and traffic 

management solutions. It helps develop autonomous vehicles by analyzing data from sensors and cameras to 

inform driving decisions, helping to reduce accidents usually caused by human error [73, 74]. AI helps to 

optimize traffic flow by analyzing data from traffic cameras and sensors, thus helping to reduce traffic 

congestion and improve mobility [75].  

4. Education: AI is used to develop personalized learning programs. AI analyzes student performance data to 

identify strengths and weaknesses, thus helping develop personalized learning plans [76]. 
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4.1.2 Analysis of Economic Benefits and Growth  

AI has the potential to drive growth in various economic sectors. The following are some of AI's economic use 

cases:  

1. Job creation and automation of mundane tasks: AI automates repetitive and iterative tasks, thus improving 

productivity and freeing time for knowledge workers to focus on higher-value tasks like creativity and 

teamwork [77]. It also reduces costs by automating labor-intensive functions [78]. AI creates new jobs in 

industries that require AI expertise, such as data science and machine learning, thus combating unemployment 

[79]. Additionally, it helps reduce the skills gap in an economy by providing training and upskilling 

opportunities [80].  

2. Economic productivity and innovation: AI drives efficiency gains due to the optimization of existing 

processes [81]. It also improves supply chain management and logistics processes, increasing efficiency and 

reducing costs [82, 83]. Furthermore, AI helps accelerate the speed and accuracy of business decision-making 

using big data analytics [84].  

3. Market competitiveness and business opportunities: AI helps identify new market opportunities and 

innovative solutions to existing problems, leading to the creation of new products and services [85]. It also helps 

identify customer needs and preferences, informing product development and marketing strategies. AI also helps 

analyze market trends and customer behavior data for business development strategy [86].  

4.1.3. Geopolitical advantages  

AI confers comparative benefits to countries that invest in its research and development. The following are some 

use cases:  

1. Military applications: AI enhances national security and defense capabilities. AI helps develop autonomous 

weapons systems and improve situational awareness on the battlefield [87]. The results are a reduction in the 

death toll of soldiers and improved military operations' effectiveness.  

2. International relations: AI helps facilitate communication and understanding between countries. It is used in 

natural language processing and translation, which helps to break down language barriers [88]. The results are 

improved peaceful relations between countries and reduced likelihood of misunderstandings and conflicts.  

3. Scientific research: AI accelerates research and development in various fields,such as medicine, physics, and 

astronomy. The results are advancing scientific knowledge and developing beneficial new technologies [89].  

It is important to conclude this section by communicating the observation that the benefits of AI are unevenly 

distributed. Some concerns about AI adoption may exacerbate societal inequalities, particularly regarding access 

to jobs, education, and healthcare. For example, automation may lead to job displacement for specific sectors of 

the population while only creating new jobs for those with the necessary skills and expertise [90]. Similarly, 

using AI in medicine may lead to better health outcomes for those who can afford it while leaving others behind 

[91].  

4.2 Assessment of Risks  



International Journal of Computer (IJC) - Volume 49, No  1, pp 107-137 

118 

The rapid adoption of AI technologies also brings risks that have been discussed in recent literature. However, 

this section of the paper will pay particular attention to the extent to which the acquisition of "intelligence" by 

"computing machinery" [51] affects the human pursuit of "safety needs" [50].  

4.2.1 Ethical considerations  

1. Algorithmic bias and fairness concerns: As brought up in Chapter 1, one of the risks of AI, especially the 

one in the eye of a media storm, is its susceptibility to algorithmic bias, in which AI systems perpetuate and 

amplify existing biases and discrimination in society [92, 93]. The lack of diversity in the AI development teams 

and the biased data used to train AI models contribute to algorithmic bias [94, 95]. Algorithm bias results in 

unfair outcomes in healthcare [91]; hiring [96]; lending [97]; ad targeting [98, 99]; social media targeting [100]; 

judicial decision-making [101, 95]; and criminal sentencing [102].  

2. Accountability and Transparency of AI Systems: The opacity and lack of interpretability of complex AI 

systems can make it difficult to trust the decisions made by these systems [103, 104]. This lack of transparency 

poses a significant challenge when applying AI tech to life-or-death decision-making situations, such as critical 

surgeries. As the stakes are high and the repercussions of errors might be severe, the potential for problems in 

such scenarios is substantial [105].  

3. Legal and Ethical Implications of AI Decisions: The use of AI in decision-making raises concerns about 

accountability and liability, which are closely connected to points 1 and 2. For instance, if an autonomous 

vehicle gets into an accident, it is unclear who would be responsible: the manufacturer, the programmer, or the 

user. This lack of clarity regarding liability could lead to severe legal and financial repercussions, particularly as 

AI systems become more widespread in society [106, 107].  

4.2.2 Privacy breaches and data protection challenges  

It has been noted that AI systems rely heavily on data to make decisions [108]. However, this data often 

contains sensitive personal information vulnerable to unauthorized access and misuse. Such actions can result in 

severe consequences like privacy violations, identity theft, and financial fraud [109]. For instance, hackers often 

target healthcare records to steal personal information. A data breach at a credit reporting organization might 

also reveal millions of people's sensitive financial information. These occurrences highlight the importance of 

strong security measures to protect personal data from potential attackers [110].  

4.2.3 National security implications 

1. Artificial Intelligence in National Security: Allen and Chan [87] discusses the implications of AI in the 

context of national security. It explores the potential benefits and risks associated with AI technologies, 

including the use of autonomous weapons, surveillance capabilities, and cyber threats. It also examines the 

challenges of adapting national security strategies to leverage AI capabilities while addressing ethical, legal, and 

policy concerns. 

2. Cybersecurity and Global Threats: Carlin and Graff [111] focuses on the global cyber threat landscape and 

the ongoing battle between nations, particularly the United States, Russia, and China. It delves into what the 
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authors term ―the code war‖ and discusses the increasing importance of cybersecurity in the context of national 

security. It also emphasizes the need for robust defense mechanisms to protect critical infrastructure, private 

data, and national interests. 

3. Autonomous Weapons and Future Warfare: Scharre [112] explores the development and implications of 

autonomous weapons systems. The book discusses the ethical and legal considerations surrounding the use of 

AI-enabled weapons and the potential for autonomous decision-making in warfare. It also examines the 

challenges of ensuring human control, accountability, and adherence to international humanitarian law in the 

context of autonomous weapons.  

4.3 Previous studies  

This section assesses the landmark, seminal, and pivotal literature sources under the umbrella of what the author 

terms ―social construction of artificial intelligence‖, an embryonic field of AI research so obscure that an initial 

google search of the term in quotes returned just ―4 results‖, only to reduce to ―2 results‖ the second time 

around. It is worth noting that though this is a comprehensive list, inclusive of key publications that have 

significantly contributed to the understanding of the research topic, it is by no means an exhaustive list. Through 

the combined application of content analysis, thematic analysis, discourse analysis, and grounded theory, the 

following key themes and coding categories have emerged from the selected literature sources:  

The Second Machine Age and Progress 

Brynjolfsson and McAfee [77] discusses the concept of the second machine age and its impact on work, 

progress, and prosperity. They analyze the potential benefits and challenges of AI technologies in transforming 

industries and the economy.  

The Singularity and Superintelligence 

Several sources, including [113, 6, 56, 57], discuss the concept of the technological singularity, where AI 

surpasses human intelligence. They explore the potential implications associated with the development of 

superintelligent AI systems.  

 Socioeconomic Implications 

[77, 114, 115] examine the economic and social consequences of AI. They explore the potential for job 

displacement, the role of AI in reshaping industries, and the geopolitical implications of AI superpowers. [116, 

117, 79, 90, 118] discuss the socioeconomic implications of AI, automation, and algorithmic decision-making. 

They explore the potential for job displacement, inequality, and the concentration of power, emphasizing the 

importance of addressing these challenges to ensure equitable outcomes. Zuboff [119] focuses on the emergence 

of surveillance capitalism and its impact on society, democracy, and power dynamics. The book examines how 

data collection and analysis by tech companies have transformed into a new form of economic and social 

control. It also highlights the need to address the ethical and social implications of surveillance capitalism and 

protect individual privacy and autonomy.  
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AI Applications in Governance and Economics  

[120, 121] explore the use of AI in governance and economic systems. They discuss the potential for AI-driven 

tax policies and the concept of "hypernudge" as a mode of regulation. These sources examine how AI can be 

leveraged to improve equality, productivity, and decision-making in governance and economics.  

Explainability and Interpretability of AI 

[103] focuses on the opacity and interpretability challenges of machine learning algorithms. The source 

highlights the importance of understanding how AI systems make decisions and the potential biases that can 

emerge because of that. [122] delves into the challenge of explaining AI decisions and ensuring interpretability. 

They discuss the importance of developing methods and techniques to provide meaningful explanations for AI 

outputs, particularly in high-stakes domains. These sources emphasize the need for transparency and 

understandability in AI systems.  

Algorithmic Bias and Discrimination 

Several sources, including [100, 101, 92, 94] highlight the issue of algorithmic bias and discrimination in 

machine learning systems. They discuss cases where algorithms have exhibited biased outcomes, particularly 

against certain racial, gender, or socioeconomic groups, and emphasize the need for fairness and accountability 

in algorithmic decision-making. Other literature, including [91, 97, 102, 123, 124], focus on the impact of 

algorithmic decision-making in the law enforcement and criminal justice system. These sources examine the 

potential biases in recidivism prediction, pretrial risk assessment, and law enforcement practices, highlighting 

the need for transparency and fairness. 

Methodological Approaches 

[33, 99, 123, 125] focus on the methodological approaches for studying algorithmic bias and discrimination. 

They discuss techniques for detecting and auditing discrimination in algorithms, as well as the challenges and 

limitations of current methodologies.  

Big Data Applications and Challenges 

[126, 127] discuss the applications and challenges associated with big data. They highlight the potential of big 

data in various domains and the need for advanced techniques and technologies to handle the volume, velocity, 

and variety of data. These sources provide an overview of the concepts, methods, and analytics used in big data 

research. [128] focuses on the potential privacy harms associated with predictive analytics and big data. They 

emphasize the need for a framework to address the ethical, legal, and social implications of using big data for 

decision-making. These sources highlight the importance of due process and the protection of individuals' rights 

in the context of data-driven decision-making.  

Privacy and Data Protection  
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[98, 104, 129, 132] examine the privacy and data protection implications associated with algorithmic decision-

making. These sources discuss the need for transparency, informed consent, and the responsible use of personal 

data to mitigate the risks of privacy violations and surveillance.  

Mitigation and Prevention of Malicious Use 

[133] discusses the malicious use of AI and the need for forecasting, prevention, and mitigation strategies. They 

explore the potential risks and challenges associated with AI in the context of cybersecurity and national 

security.  

AI Policy and Regulation  

[106,107, 134] discuss the need for policy and regulation to address the challenges and risks associated with 

artificial intelligence (AI). These sources explore the regulatory strategies, competencies, and methods required 

to govern AI systems effectively. They emphasize the importance of considering ethical, legal, and social 

implications in shaping AI policies.   

Ethical and Moral Considerations 

[32, 35, 117, 135, 136] explore the ethical dimensions and fairness considerations surrounding algorithmic 

decision-making. They discuss the limitations and opportunities for promoting fairness and accountability in the 

design, implementation, and evaluation of algorithms. [137, 138, 121] also focus on the ethical dimensions of 

AI. They propose frameworks and principles for a responsible and beneficial AI society, addressing issues such 

as transparency, accountability, fairness, and privacy. These sources highlight the need to develop guidelines 

and standards that prioritize human values and mitigate potential harm. [139, 140] on their part delve into the 

ethical and moral dimensions of artificial agents and the impact of AI on human reality. These sources address 

the need for ethical frameworks and guidelines to ensure the responsible design and use of AI technologies. 

[141] focuses on ethical considerations in healthcare by examining, case-study style, the role of Google 

DeepMind and the use of algorithms in healthcare. It discusses the ethical considerations surrounding data 

privacy, consent, and transparency in the context of healthcare algorithms. It also highlights the importance of 

ensuring that the use of big data and algorithms in healthcare aligns with ethical principles and safeguards 

patient privacy.  

Philosophical Foundations of AI 

[4] explores the philosophical underpinnings of AI and the quest for creating intelligent machines. The source 

provides a historical overview of the field and discusses the fundamental challenges and advancements in AI 

research.  

Research Priorities for Beneficial AI  

[45] outlines research priorities to ensure the robustness and beneficial use of AI. They highlight the importance 
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of safety, value alignment, and long-term societal impact in AI development. These sources emphasize 

interdisciplinary collaboration and responsible AI research agendas. These themes can further inform research 

and discussions surrounding the subject matter of artificial intelligence.  

5. Discussion  

 5.1. Comparative Analysis  

Table 1: Here‘s a comparative analysis chart highlighting the advantages of artificial intelligence (AI) and 

alongside its implicated risks: 

Aspect  Advantages  Risks   

 

 

 

Efficiency and Automation  

 

- Automates repetitive 

tasks, reducing human 

error.  

- Job displacement due 

to automation.  
 

  

 

- Streamlines processes, 

saving time and 

resources  

 

- Dependence on AI 

systems can lead to 

vulnerabilities.  

 

 

Data Analysis  

 

- Enables informed 

decisions through data 

analysis.  

 

- Biased algorithms can 

perpetuate existing 

inequalities.  

 

  

- Assists in medical 

diagnosis and treatment 

planning.  

- Privacy concerns due 

to extensive data 

collection.  

 

Autonomous Vehicles  

 

- Advances self-driving 

cars and transportation 

systems.  

 

- Safety risks if AI 

systems fail or are 

hacked.  

 

National Security  

 

- Enhances defense 

strategies through 

predictive analytics.  

 

- Potential misuse by 

malicious actors (e.g., 

cyberterrorism).  

 

  

- Improves surveillance 

and threat detection 

capabilities.  

- Lack of transparency 

in AI decision-making 

processes.  

 

Human Wellbeing  

 

- Supports healthcare 

with personalized 

treatment plans.  

 

- Ethical dilemmas (e.g., 

AI deciding life-and-

death situations).  

 

  

 

- Assists people with 

disabilities (e.g., speech 

recognition for 

communication).  

 

- Emotional disconnect 

(AI lacks empathy and 

creativity).  

 

Data Privacy  

- Facilitates secure data 

storage and access 

control.  

 

- Risk of data breaches 

or unauthorized access 

(e.g.,Cambridge 

Analytica scandal).  

 

 

- Streamlines processes, 

saving time and 

resources  

- Dependence on AI 

systems can lead to 

vulnerabilities.  
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5.1.1. Balancing Benefits and Risks in AI Adoption  

When adopting AI, it is important to balance its advantages and potential risks. To fully reap the benefits of AI 

while avoiding any negative impacts, it is important to concentrate on implementing it in areas where it can be 

most useful. This requires collaboration between policymakers, industry experts, and the general public to 

guarantee that AI is developed and utilized responsibly and ethically. A human-centric approach to creating and 

implementing AI is crucial. This approach prioritizes people and ensures that AI systems align with human 

values and ethics. Additionally, ethical frameworks for AI can guide the responsible development and 

deployment of AI. 

5.1.2. Strategies for Addressing Ethical, Privacy, and Security Challenges  

There are several ways to tackle ethical, privacy, and security issues related to AI. First, Explainable AI (also 

known as Interpretable AI or Explainable Machine Learning) can enhance transparency and accountability in AI 

systems, which can help identify and address ethical concerns more efficiently. Explainable AI means that AI 

systems can explain their decision-making process in a way humans can comprehend. Second, ethical 

frameworks for AI, such as the Asilomar Principles [60], can be developed to guide the responsible creation and 

implementation of AI. These frameworks can ensure that AI aligns with human values and ethics and is 

developed and deployed responsibly and ethically. In AI systems, ethical frameworks are important in 

addressing algorithmic bias and ensuring fairness and impartiality. Furthermore, privacy-enhancing technologies 

such as differential privacy can be employed to protect sensitive personal data. Differential privacy is a 

technique that adds noise to data to anonymize it and protect individuals' privacy while still enabling data 

analysis. Other privacy-enhancing technologies include homomorphic encryption and federated learning. 

Finally, secure coding practices and robust cybersecurity measures can help protect AI systems from cyber-

attacks and other security threats. Ensuring that AI systems are developed with security in mind is important. 

Regular audits and updates should be conducted to address any potential vulnerabilities. Implementing 

cybersecurity measures is crucial in preventing data breaches and safeguarding confidential data.  

5.1.3. Mitigating Risks of Job Displacement  

Many people are worried about AI technology's impact on job opportunities. With the ability to automate tasks 

once performed exclusively by humans, some industries may experience significant job losses. Fortunately, 

some strategies can be implemented to help reduce the risks of job displacement. For example, reskilling and 

upskilling programs can help workers whom AI displaces to develop new in-demand skills suitable for the 

emerging digital economy. Policies such as universal basic income can also provide a safety net for workers 

whom AI displaces.  

5.1.4. Addressing Bias in AI  

Algorithmic bias is a significant concern in AI development and deployment. Developing and training AI 

systems on diverse and representative data is crucial to avoid unfair outcomes for certain groups of people, 

perpetuating existing biases and discrimination in society and undermining the credibility of AI systems. 
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Regular auditing of AI systems is also necessary to identify and address potential biases.  

5.1.5. Ensuring Transparency and Accountability  

Ensuring responsible and ethical development and deployment of AI systems requires transparency and 

accountability. It is crucial that the decision-making process of AI systems is transparent and can be audited, 

explained, and understood by humans. This helps foster trust in AI systems and ensures their fair and ethical 

use. In addition, accountability measures should be in place to hold both AI developers and users responsible for 

any adverse consequences resulting from the use of AI.  

5.2. Frameworks, Policies, and Recommendations  

5.2.1 Ethical Frameworks for AI Evaluation  

Ethical frameworks offer a collection of principles and values that can guide the creation and utilization of AI. 

By following these frameworks, AI can be developed and utilized ethically and in line with human values. 

Exemplar: the IEEE Global Initiative for Ethical Considerations in AI and Autonomous Systems.  

5.2.2 Privacy and Data Protection Frameworks  

Privacy and data protection frameworks aim to safeguard personal information when AI is utilized. These 

frameworks ensure that AI is developed and used in a way that respects people's privacy rights. One notable 

example is the General Data Protection Regulation of the European Union.  

5.2.3 National security risk assessment policies  

There are many ways to evaluate the potential risks of using AI in national security, particularly in military and 

intelligence contexts. The US Department of Defense has created ethical guidelines to guarantee that AI is used 

appropriately in military environments.  

5.2.4 Recommendations for Stakeholders  

Every stakeholder needs to play a part in ensuring that AI is developed and used responsibly and ethically.  

1. Government:  

Governments must be at the forefront of creating policies and regulations that govern the development and use 

of artificial intelligence. Governments must prioritize developing ethical guidelines, responsible AI frameworks, 

and data protection and privacy laws. It would be beneficial for governments to offer financial research support 

to explore AI‘s potential benefits and risks while ensuring that it is developed and utilized in a manner that 

aligns with human values. In addition, establishing regulatory bodies to oversee the development and 

implementation of AI systems would help ensure adherence to ethical and legal standards.  
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2. Industry:  

Industry leaders must prioritize responsible and ethical development and the use of AI. This can be done by 

creating best practices and self-regulatory mechanisms for AI development and implementation. In addition, the 

industry should prioritize the development of explainable, transparent, accountable AI. The industry needs to 

recognize the potential negative impact of AI on employment and work towards equitable distribution of its 

advantages.  

3. Individuals:  

Individuals need to be informed and empowered to make decisions regarding the use of AI. This means they 

should know digital literacy, privacy awareness, and the advantages and disadvantages of AI. Individuals need 

access to the necessary tools and information to understand how AI is used. They should also have control over 

their personal information. Additionally, people should be included in discussions regarding the development 

and implementation of AI, and their perspectives should be considered when making decisions.  

6. Conclusion  

6.1 Summary of Key Findings and Contributions  

The quick progress of Artificial Intelligence (AI) is causing major transformations in economies, societies, and 

political systems around the globe. Nonetheless, the creation and implementation of AI also pose substantial 

hazards and obstacles. This paper examines the opportunities and risks associated with AI, compares their 

benefits and drawbacks, identifies potential solutions to mitigate risks, discusses frameworks for risk 

assessment, and explores policies and regulations for development and use. Lastly, recommendations are 

provided for different stakeholders, such as governments, industries, and individuals.  

 Our key findings suggest that AI has proven beneficial to humankind – facilitating the smooth advancement 

through the ranks of the Maslow Hierarchy of Needs. The impact of AI technology on the world has been 

mostly positive, with significant contributions toward achieving the UN Sustainable Development Goals. 

However, policymakers, industry leaders, researchers, and the general public must work together to ensure the 

responsible and ethical development, deployment, and usage of AI.  

6.2 Gaps in Current Literature  

The research paper has identified gaps in the current literature on the effects of AI on society. It highlights the 

need for further research on how AI could impact geopolitics and governance. Moreover, there is a need for 

more research on how AI could affect marginalized communities, especially those residing in low-income areas. 

Another area for improvement is the narrow technical focus of most research overlooking social and ethical 

considerations. Another gap is the need to understand better the long-term economic, social, and political 

impacts of widespread AI usage. A final area for improvement in the existing literature (given the time 

constraint) was the limited research in the emerging field of Critical AI Studies. The findings of this study can 
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inform future research and policy decisions.  

6.3 Suggestions for Future Research  

Future research should focus on the following areas:  

Developing ethical frameworks for AI aligned with human values and ethics. It is important to consider various 

factors to ensure the responsible and ethical development and deployment of AI systems. One such factor is the 

impact of AI on employment and the labor market. Strategies should be developed to address adverse impacts 

and ensure equitable sharing of AI benefits. It is important to assess the long-term effects of AI on society, 

including its impact on social structures, culture, and politics, to anticipate and mitigate unintended 

consequences. To improve our ability to do so, new methods for assessing AI risks and benefits, such as 

predictive analytics and machine learning, should be developed. Investigating the use of AI in emerging 

technologies like autonomous vehicles, robotics, and augmented reality will help identify potential risks and 

benefits and develop strategies to address them.  

Additionally, addressing challenges in AI governance and regulation, such as international cooperation and 

coordination, is crucial to ensure responsible and ethical development and deployment of AI. Additionally, AI 

systems should be developed to be transparent, explainable, and interpretable to build trust and accountability 

and ensure they are auditable and accountable.  

In AI research, creating systems that can withstand adversarial attacks is important. Such attacks are deliberate 

attempts to manipulate data inputs to deceive an AI system and cause it to make incorrect decisions. For 

instance, an image can be manipulated to appear as something else to an AI system, leading to misclassification. 

This is particularly dangerous in applications like medical diagnosis and autonomous vehicles. Researchers are 

exploring ways to develop robust AI systems, including adversarial training and model-based verification and 

validation. However, more research is needed to address the issue of adversarial attacks effectively.  

Another important area of focus in AI research is the development of explainable and interpretable AI systems. 

Understanding how decisions are made and why is crucial, especially in fields like healthcare, where AI systems 

can make decisions with life-or-death consequences. Various methods for creating explainable and interpretable 

AI systems are being studied by researchers, such as model-based explanations and post hoc analysis. However, 

further research is necessary to interpret and explain the decisions made by AI systems effectively.  

To sum up, there is a need for further research to investigate the ethical, legal, and social implications of 

artificial intelligence. For example, should AI systems have legal personhood? How should we ensure proper 

regulation when it comes to AI in warfare? Additionally, what impacts will AI have on privacy and data 

protection? To answer these questions, we need interdisciplinary research considering the perspectives of ethics, 

law, social sciences, and humanities. 
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